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Introduction
- KFI is “an attempt to develop a philosophically useful theory of information” by: (p. 55)
1) preserving enough of our common understanding of information to justify calling it a theory of information;

2) making sense of the theoretically central role information plays in the descriptive and explanatory efforts of cognitive scientists; and,

3) deepening our understanding of the baffling place of mind, the chief consumer of information, in the natural order of things.

Key terms:
Knowledge – is simply information produced belief. (p.55)
Perception – a process in which incoming information is coded in analog form in preparation for further selective processing by cognitive (conceptual) centers. (p. 55)
Propositional Attitudes – those “mental states” that express beliefs, intensions, desires, hopes, fears, guesses etc.  Language users ascribe PA’s to themselves and each other in the form of a complex sentence involving a main verb that expresses the subject’s “attitude” (belief, desire, etc.) toward the propositional content denoted by the “that”-clause embedded under the main verb. [e.g. Dretske (subject) believes (main verb) that (clause) the Churchlands are mistaken (propositional content).]  PA’s can occasion as speech acts (utterances) or simply as subjective mental states.
Belief – the thinking that something is so.  It is characterized in terms of the instantiation of neural structures that have, through learning, acquired a certain information-carrying role. (p. 56)

False Belief – when instances of these structures (the ones identified as concepts) sometimes fail to perform their role satisfactorily. (p. 56)
Theoretical definition of signal’s informational content: “A signal r carries the information that s is F if and only if the conditional probability of s’s being F, given r (and k), is 1 (but given k alone, less than 1).”(p. 57)

Counterfactual conditional—“The basic idea of counterfactual theories of causation is that the meaning of a singular causal claim of the form "Event c caused event e" can be explained in terms of counterfactual conditionals of the form "If c had not occurred, e would not have occurred".” (http://plato.stanford.edu/entries/causation-counterfactual/)
I. Information

- Dretske here is attempting to develop a theory of information that will explain the notion of semantic content, or the propositional content of a signal.
- He starts by introducing the mathematical theory of communication (MTC), which he describes as, “concerned with certain statistical quantities assoctiated with “sources” and “channels”.”(p. 56)

- MTC measures the quantity of information that is transmitted from one point to another, “how much information there is at point r about what is transpiring at s”. It is concerned with the statistical properties of the ‘channel’ connecting r and s. (p. 56)

- it is not concerned with individual events or particular signals, which is the way information is usually understood.
- but for a theory of content, according to Dretske, we must use the conventional notion of information, because what is important is the informational content of the signal, the structures contained within the signal that travel from the source of information to the receiver of that information.
- therefore the MTC is unsuited to provide a theory of semantic content because the quantities of interest in engineering don’t measure what information a signal carries, but rather provide statistical averages of how much information is carried. (e.g. “There is no meaningful average for the information that my grandmother had a stroke and that my daughter is getting married.”)

Question: Is everyone clear?  Any questions/comments?
- what the MTC does do is “highlight the relevant objective relations on which the communication of genuine information depends”. (p.56) What Dretske means by “objective relations” is, “the amount of information at r about s is a function of the degree of lawful dependence between conditions at these two points.” So, for the transmission of information this lawful, or nomic, relation has to obtain between the two events.
- Dretske’s example: “…the ringing of my phone tells me that someone has dialed my number.  It delivers this piece of information.  If does not tell me that your phone is ringing, even if (coincidentally)  your phone happens to be ringing at the same time.” (p. 56)
 Theoretical definition of a signal’s informational content: “A signal r carries the information that s is F if and only if the conditional probability of s’s being F, given r (and k), is 1 (but given k alone, less than 1).”(p. 57)
- Dretske’s example: My gas gauge carries the information that I still have some gas left if and only if the conditional probability of my having some gas left, given the reading on the gauge and that I know what this means, is 1.

Question: Is everyone clear?  Questions/comments?
6 Features of the theoretical definition (above):

1. 3 reasons why the conditional probability must be 1:

a)  according to Dretske, if it is less than 1  it leads to results that are unacceptable. For instance, if there’s a .91 probability that s is F and a .91 probability that s is G, then a signal could transmit that s is F or that s is G, but not that both s is F and s is G, because the probability of their both occurring at the same time is less than .9.
Question: Ask class/Chris for clarification.
 b) the Xerox principle (“you don’t loose information about the original by reproduced copies.”): If C carries the information that B, and B carries the information that A, then C carries the information that A.  Without this principle there is simply no flow of information. So, this principle of transitivity is of absolute necessity, and only works if the conditional probability isn’t set at 1. For example: The conditional probability of B, given C, could be .91, the conditional probability of A, given B, also .91, but the conditional probability of A, given C, less than 0.9.

c) There is no nonarbitrary place to put a threshold that will maintain the tie between knowledge and information. For example: If there are 94 white billiard balls and 6 black billiard balls in a sac, then the probability of pulling out a white one is 0.94.  But it would be wrong to say that you know that a white ball will be pulled from the sac.  The only way for you to be absolutely certain that a white ball will be pulled is if they were all white balls.
* but as soon as you have noise, you can’t have a conditional probability of 1, and every signal has noise.
2. “The definition captures the element that makes information an important epistemic commodity.  No structure can carry the information that s is F unless, in fact, s is F”. (p. 57)
- so, it follows that things like false information are not actually types of information. Is a decoy duck really a duck?  Obviously not, says Dretske.  Information should not be confused with meaning.

Question: By meaning does Dretske mean semantic content?
3. Information is objective, “…the sort of thing that can be delivered to, processed by, and transmitted from instruments, gauges, computers, and neurons…it exists whether or not anyone appreciates it or knows how to extract it.” (p. 57)
4. There is no single piece of information in a signal or structure.  By this Dretske means that if the information transmitted by a signal contains the information that X is a triangle, it also transmits the information that the sum of the angles amount to 180 degrees.  This may not be apparent to the recipient of the information, for they would need the relevant concepts to make that inference.
Question: This seems a bit suspect.
While a linguistic meaning may be unique the information in an utterance isn’t. (see e.g. p. 58 about Herman’s party)

5. “The definition of a signal’s informational content has been relativized to k, what the receiver…already knows”. (p. 58).
- The k in Dretske’s theoretical definition relativizes the information about the possibilities at the source of the information. His example: if I am playing chess and I know your knight is not on KB-3, then I know it’s on KB-5, but only if I know that all the other possible positions that your knight could occupy are already occupied by your pieces.
- but, you have to know how to play chess to receive this information, even though the information is still transmitted.

 6. “The informational content of a signal is a function of nomic relations it bears to other conditions”. (p. 58)
- the relations must be counterfactual supporting. (see definition on page 1).

Dretske’s example: “The reason my thermometer carries information about the temperature of my room, but not about your room though both rooms are the same temperature, is that the registration of my thermometer is such that it would not read 72 degrees unless my room was at this temperature. This isn’t true of your room.”

- This accounts for the internal properties of a structure: “the informational content of a signal depends not only on the reference of the terms used in its sentential expression, but on their meaning.”(p. 58)
- in the sentential expression of a structure’s informational content, one cannot substitute coreferring terms.  If you refer to one thing with a term then refer to the same referent with another term, you have altered the content.

Question: This seems wrong.  What about different languages?  Two different languages have terms that co-refer, but it seems that the content, i.e. the referent, is the same.
II. Knowledge

-  Dretske here attempts to reconcile the information theory with epistemology and he restricts his account to perceptual knowledge.

1. “What does it mean to speak of information as causing anything—let alone causing a belief?”(p. 58)
- Dretske’s strange example: You and your friend decide to identify each other when you arrive at each other’s homes with a characteristic knock. When you hear the knock, what tells you it’s that particular friend is three quick knocks, a pause, and then three more quick knocks. “It is that particular signal that constitutes the information-carrying property of the signal”(p. 59). So, it’s this strange pattern of knocks that contains the information that your friend has arrived. The knocks might also wake up everyone else in the house, but that’s due to the physical properties of the knock and not the information contained in the signal.

- the informational theory of knowledge dismisses justificational accounts. In justificational accounts of knowledge, an epistemic agent “can be justified in believing something that is false, and also know that Q (which happens to be true) is a logical consequence of what one believes, and come to believe Q as a result.”  So, one is justified in believing the truth, but one doesn’t know Q.”(p. 59)  This is a problem for justificational accounts but not for information-theoretic model because “you can get into an appropriate justificational relationship to something false, but cannot get into an appropriate informational relationship to something false”.

- this account disarms the lottery paradox (p. 59—read quote at bottom of second column).
- but what about Herman hallucinating the entire football game?

- “If every logical possibility is deemed a possibility, then everything is noise. Nothing is communicated.” (p. 60)
- “..the probability of [such] happenings is set at 0.  If they remain possibilities in some sense then they are not possibilities that affect the flow of information…There is here a certain arbitrary or pragmatic element (in what may be taken as a permanent and stable enough to qualify as a channel condition)…” (p. 60)
Question:  This seems suspect.  Any thoughts?
III. Perception

- Dretske’s attempt to apply the informational-theoretical analysis to perception.

- He begins with the difference between extensional and intensional perceptions:

   1. Extensional perception: I see what happens to be a duck

   2. Intensional perception: I recognize it as a duck

“You can see a duck, get information about a duck, without getting, let alone cognitively processing, the information that it is a duck.” (p. 60)
- Dretske’s example: You briefly glance around a room that happens to have 28 people. Do you believe you saw 28 people?  Dretske will say “no”; although the information was in this sensory representation, it was not cognitively transformed (through digitalization) into a belief.

-  Perception,  “…is a stage in the processing of sensory information in which information…is coded in…analog form in preparation for its selective utilization by the cognitive centers…(where the belief…may be generated.)” (p. 60)

- Digitalization: “a process whereby a piece of information is taken from a richer matrix of information in the sensory representation (where it is held in ‘analog’ form) and featured to the exclusion of all else.” (p. 61)

- “…our information-processing capabilities are limited…More information gets in than we can manage to digest and get out.” (p. 60)
- Dretske’s example: If we see an apple in a bowl with some other things, we only form the belief that it is, in fact, an apple, once our mind has stripped away all the excess information we input.  We are left with the belief that information X, is an apple.

IV. Belief

“The content of a belief, what we believe when we believe (think) that something is so, can be either true of false.” (p. 61)
Belief Intentionality

- “If we think of beliefs as internal representations then they must be capable of misrepresenting how things stand.”(p. 61)
- “If two sentences, S1 and S2, mean something different then the belief we express with S1 is different from the belief we express with S2. (see example p. 61)
Informational content of structures fail as belief.
- if nothing can be F without being G, then “no structure can have the informational content that s if F without having the informational content that s is G”. However, we can believe that s is F without believing that s is G, even if there is a lawful relationship between the two.

- we can believe that s is F, even if s isn’t F.  However, nothing can carry the information that s is F, unless s is F.
Meanings from informational contents.

- Dretske’s example: A little patch of blue ink on a map indicates water in a specific location. It acquires its meaning, “in virtue of the information-carrying role that that symbol plays in the production and use of maps. The symbol means this because that is the information it was designed to carry.” (p. 62)
- Misrepresentation can occur because the mapmakers might put blue ink in the wrong place; where there is no water. “Misrepresentation becomes possible, because instances of a structure that has been assigned an information-carrying role may fail to perform in accordance with that role.”

Belief as learned neural structures.

- this also applies to the way neural structures acquire an information-carrying role during their development in learning.
- Dretske’s example: “In teaching a child what a bird is, for example, in giving the child this concept…we expose the child to positive and negative  instances of the concept in question…in order to develop a sensitivity to the kind of information (that s is a bird) that defines the concept.” (p. 62)
- so false belief occurs when learned neural structures don’t perform as they should, like when a child sees a plane, points, and says “bird”.  “To learn what a bird is is to learn to recode analogically held information (s is a bird) into a single form that can serve to determine a consistent, univocal response to these diverse stimuli.” (p. 62) 

Objections and Replies

*Given the size of this article, and assuming that there will not be enough time to get to all of the objections, I will only discuss two from each section.  Feel free to offer any others that you thought were interesting. 

I. Information Theory
Objection 1: (Sayre, Rozeboom, Loewer, Good, Haber and the Churchlands): Dretske’s reformulation of information theory doesn’t really resemble MTC.

Reply 1: “It was not the mathematical theory, per se, that interested me.  It was the ideas clothed in this mathematical dress.” (p. 82)  Dretske is interested in:
Read quote #1 at bottom of column 2, p. 82-83.
Objection 2 (Haber, Rozeboom): Dretske’s model doesn’t help cognitive psychologists with their problems.

Reply 2: “What has psychology done for philosophy lately?”
Read quotes #2 & #3 on p. 83.

II. A Probability of 1?

Objection 1 (Armstrong, Kyburg, Arbib, Sosa, Rozeboom, Levi, Sayre, Suppes): Dretske’s notion that the communication of information requires a conditional probability of one makes knowledge virtually impossible.

Reply 1: Read quotes #4, #5, #6, on p. 84.
Objection 2 (Ginet): Ask Chris for clarity on this. Quote #7 p. 85.
Reply 2: quote #8 p. 85.
III. Knowledge

Objection 1 (Alston):  Dretske’s theory of knowledge is too weak.  Read quote #9 p. 86.
Reply 1: Alston’s example doesn’t work.  Read quote #10 p. 86.
 Objection 2 (Lehrer and Cohen): Recount the original planetarium example found back on p. 74, #11.
Reply 2: Read quote #12 p. 86.
*I don’t get this…it seems that the opposite is the case.

IV. Perception

Objection 1 (Bogdan and Armstrong): You can’t see things without beliefs!
Reply 1: “Maybe chipmunks do see daffodils as something, but I wonder whether they would be blind if they didn’t.” (p. 87)  Continue with quotes #13 & #14.
Objection 2 (the Churchlands): There is no essential connection between information and meaning.  There is a better account available that ascribes semantic content to a state (type) according to conceptual/inferential role it plays in one’s cognitive economy.

Reply 2: What makes a structure’s role a conceptual/inferential role?  Paul and Patty, you’re begging the question.  Read quotes #15 and #16 p. 88.

 Fin.
